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METHOD OF ENCODING A DIGITAl, transformation must be optimized in terms of position, size
IMAGE USING ADAPTIVE PARTITIONING and intensity. If the transformation cannot be optimized

IN AN ITERATED TRANSFORMATION within the specified error bound for a given set ot'ranges and
SYSTEM domains, predefined subdivisions of the ranges are selected.

5 The ssearch for an optimized transformation then continues
STArEMENT OF GOVERNMENT INTEREST using these subdivisions. One method of predefining the

The invention described herein may be manufactured and subdivisions is known as quad-tree, partitioning which
used by or for the Government of the United States for divides a square sized range in a fixed way. Essentially, the
governmental purposes without the payment of any royalties range is subdivided into four equally sized squares without
thereon or therefor. 1o considering any of the image's features.

"This patent application is copending with our related Thus, the need exists for a method of adaptively parti-
patent application entitled "Method of Encoding a Digital tioning the image in an iterated transformation system based
Image Using Iterated Image Transformations to Form an upon the features of the image. Accordingly. it is an object
Eventually Contractive Map- filed on the same date as of the present invention to provide a method of encoding a
subject patent application. 15 digital image in an iterated transformation system by using

adaptive partitioning in determining suitable ranges and
FIELD OF THE INVENTION domains to encode the image. Another object of the present

The present invention relates to the field of digital image invention is to provide a method of encoding a digital image

compression, and more particularly to a method of encoding in an iterated transformation system that adjiusts to the

a digital image using adaptive partitioning in an iterated 0 features of the image during its partitioning process.
transformation system. SUMMARY OF THE INVENTION

BACKGROUND OF THE INVENTION In accordance with the present invention, a method of
A ie wencoding a digital image using adaptive partitioning in an

computer htw chnoog 5 iterated transformation image compression system is pro-
have brought about increasing uses of digital imagery. vided. The digital image is represented by an array of pixels
However, the amount of memory necessary-to store a large d ea. Each pixel is defined by a

nube f ig esluin igtl mae i sgifc dtefining an entire image area ahpxli eie inumber of high resolution digital images is significant three-dimensional vector identifying the position of the pixel
Furthermore, the time and bandwidth necessary to transmit in the array and an intensity level of the pixel. Aet of ranges
the images is unacceptable for many applications. 30 R is initialized to include at least two uncovered ranges.
Accordingly, there has been considerable interest in the hield Each uncovered range is a section of the entire image area
of digital image compression, such that the union of the uncovered ranges tile the entire

The basic elements of a digital image compression system image. A set of domains D is initialized to include only one
are shown schematically in FIG. 1, and are referenced by member which is the entire image area. For each uncovered
those elements contained within dotted line box 100. A 35 range in the set R, a transformation is generated for each
digitized image is processed by an encoder 101 to reduce the domain in the set of domains.he transformation comprises

amount of information required to reproduce the image. This a 3x3 matrix identifying positional scaling coefficients and
information is then typically stored as compressed data in a an intensity scaling coefficient, and a 3x I vector identifying
memory 102. When the image is to be reconstructed, the positional offset coefficients and an intensity oflset coelli-
information stored in memory 102 is passed through a 40 cient. Each domain is transformed into corresponding trans-
decoder 103. formed images e.aled in size and intensity, based upon each

The goal of a good compression method implemented by domain's transformation, to map onto each uncovered range
encoder 101 is to attain a high compression ratio with in the set R. For each uncovered range in the set R. each
minimal loss in fidelity. One of the latest approaches to the domain's transformation is optimized in terms of the mien-

image compression problem has been put forth by Arnaud 45 sity scaling and offset coefficients. An optimized transfor-
Jacquin in a paper entitled "Fractal Image Coding Based on mation is indicative of a domain's corresponding optimized
a Theory of Iterated Contractive Image Transformations", transformation image for an associated uncovered range. For
appearing in The International Society for Optical Engineer- each uncovered range in the set R. each optimized transfor-
ing Proceedings Volume 1360, Visual Communications and mation image is compared with the associated uncovered
Image Processing, October 1990, pp. 227-239. So range to provide error data as a function of the dill'crence

As is known in the art, fractal image generation is based therelbetween. For each uncovered range in the set R. the
on the iteration of simple deterministic mathematical pro- associated uncovered range is redelined as a covered range
cedures that can generate images with infinitely intricate when the error data for the associated uncovered range is
geometries (i.e. fractal images). Ilowever, to use these within predefined limits.The covered range is then added to
fractal procedures in digital image compression, the inverse 5. the .et of domains D. For each uncovered ran'e in the set R.
problem of constraining the fractal complexity to match the the associated uncovered range is partitioned into a plurality
given complexity of a real-world image must lie solved. The of non-overlapping image areas. Partitioning is based upon
"'iterated transformation" method of Jacquin constructs, for the features of the image bounded by the associatcd uncov-
each original image, a set of transformations which form a ered range and takes place when the error data for the
map that encodes the original image. Each transformation 0o associated uncovered range exceeds the predelincd limits.
maps a portion of the image (known as a domain) to another For each uncovered range in the set R. each of the non-
portion of the image (known as a range). The overlapping image areas is added to the set R of uncovered
transformations, when iterated, produce a sequence of ranges. The associated uncovered range is added to the set

images which converge to a fractal approximation of the of domains 1). The steps of generating, transfOrming.
original image. o5 optimizing. comparing, redefining, partitioning and adding

In order for a transformation to map onto some portion of are repeated to select a set of covered ranges, domains and
the original image within a specified error bound, the corresponding optimized transformations. The set of" cov-
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ered ranges form a non-overlapping tiling of the image and information, the map W is constructed from local transfor-
some iterate of the set of selected transformations is con- mations wi. Each local transformation wi is a transformation
tractive. Information that identifies the set of covered ranges, that maps one image area containing pixels (or domain D,)
domains and corresponding optimized transformations is from the image onto another image area containing pixels
stored compactly in an addressable memory. 5 (or range Ri) from the image. Arriving at the best set of

DESCRIPTION OF THE DRAWINGS domains for a particular image is the goal of the present
invention. Here, the "best" set is one which achieves a

FIG. I is a schematic of the basic elements of a digital desired level of compression at the highest achievable level
image compression system; of fidelity, or a desired level of fidelity at the highest

FIG. 2 is a graphical representation of the mapping 1 achievable level of compression.
process according to the present invention; As a first step in an iterated transformation encoding

FIGS. 3(a)-3(g) depict a simple image that is encoded by method, the digital image. is defined as a plurality of data
the method of the present invention; points having (x,yz) coordinates that are stored in a com-

FIG. 5 is a schematic configuration of an apparatu' for i; puter memory. According to the principles of the iterated
carrying out the method of the present invention; and transformation process. domains (i.e., a domain Di being a

FIG. 6 is a more detailed schematic configuration of the section of the image area containing a collection of pixels)
encoder of FIG. 5. are mapped onto ranges (i.e., a range Ri being a section of

the image area containing a collection of pixels) according
DESCRIPTION OF THE PREFERRED 20 to the parameters of the local transformations. Thus, for a

EMBODIMENT range Ri, a domain D, and corresponding local transforma-

Acdigital image is defined by an array of individual pixels. lion wi are sought that will minimize the error between the
Each pixel has its own level of brightness which, for image over R. and the transformation of the image over D1.
monochrome images, has many possible gray levels, not just By adhering to the principles of the iterated transformation
black or white. Thus, this type of image can be thought of process, a set of transformations (and corresponding
as a three-dimensional object where each pixel has (x.y) domains) are obtained that, when iterated from any initial
positional coordinates and an intensity value coordinate z. starting point, will converge to a fixed point that approxi-
As is known in the field of image compression, collections mates the desired image. The set of ranges, domains and
of these pixels can contain redundant information. Thus, transformations therefore encode the image. Thus, to storeimage compression techniques remove such• redundant 30

or transmit the image, only information defining the ranges,
information from an image (i.e., encode an image) in such domains and transformations need be stored or transmitted.
a way that, after storage or transmission, the redundant From the ranges, domains and transformations, an approxi-
information can be put back into the image (i.e., decode an mation to the original image can be constructed (decoded).
image) resulting in a facsimile, or an approximation of the
original collection of pixels. 35 If the ranges, domains and transformations can be defined

more compactly than the original image, then image com-
The goal of fractal image encoding is to store an image as pression is attained.

the fixed point of a map W:F--F from a complete metric
space of images F, to itself. The space F can be taken to be A graphical representation of the above described map-

any reasonable image model (collections of pixels), such as ping process is shown in FIG. 2 where the x,y~z coordinate
the space of bounded measurable functions on the unit system is used to define a domain Di which is a subset of the
square, etc. In this model, f(x,y) or z represents the gray area that comprises the entire image area 10. As is evident
level of a pixel at the point (x,y) in the image. The mapping from FIG. 2, Di is a portion of the image area 10 which
W, or some iterate of W, is a contraction to insure rapid contains pixels at various levels of gray as indicated by the
convergence to a fixed point upon iteration from any initial -z component thereof. Atransformation xv is chosen such that
image. The goal is to construct the mapping W with a fixed the domain Di can map onto a range R. which is another
point "close" (based on a suitable metric) to a given image subset of the image area 10.
that is to be encoded. and such that the map W can be stored Thus, the overall transformation map W is defined as
compactly. L.et I=[O,I] and I" be the m-fold Cartesian
product of I with itself. Let F be the space consisting of all
graphs of real Lebesgue measurable functions z=f(xy) with w= u "v

(x,y,f(x.y))eI-. A simple metric that can be used to measure
fidelity is the sup metric 6,...

" 'The transformations wv .... w,, (i.e., the map W) must tile
the image. This means that each Di defines a part of the

y(1 55 imaoe to which wi is restricted. When wi is applied to this
Other metrics, such as the rms metric 6,, part, the result maps onto a range Ri. "'he Ri must be

non-overlapping and the union of the Ri's must cover the
image. Given W, it is easy to find the image that it encodes.

a,,.! J,,q X'.Y•-'.-{.•'yW :1': (21 Simply begin with anv image fo and successively compute
have more complicated contractivity requirements. The rms W(t(), W(W(fo)) .... until the images converge etWI.
metric is particularly useful since it can be easily minimized ilowever, the converse is considerably more dilticult for a
by performing standard regression of the algorithmic param- .given image f, i e. how can a mafpping W be found such that
eters. In the remainder of this description, the metric will he jWj=l'? Essentially, an image IkE is sought such that •1".1)
specified when relevant. z5 is minimal with f=IWI. Given equation (3). it is reasonable

Since a typical digital image may be divided into a to seek domains 1) ..... D,, and corresponding transl'orma-
plurality of collections of pixels containing redundant lion wv .... wv,, such that
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ranges are such that there will be domains which can
(4) efficiently cover them. For this to be possible, the domains

,- WO U tW . .ff must also be adaptively defined. This is facilitated in the
1= I present invention by having D defined by the identical

Equation (4) says that the transformations wi, when applied 5 partitioning that defines, R. This is a fundamental change

to f, should result in f. The local transformations w1(j). . from the prior art where D is a predefined set.to f shuldreslt n f.Thelocl tans~rmaion wlt) ... Partitioning in the present invention is performed concur-
,w,,(f) are said to cover the image f. Equality of equation (4) rtiti the prese inventini prformedioncur-
would imply that f=IWI. Being able to exactly cover f with encode the image. Accordingly, the encoding process of the
parts of itself is not likely, so the best possible cover is present invention could simply begin with one domain
sought with the hope that IwJ and f will not look too 10

encompassing the entire imaoe area and a few (e.g.. two)
different, i.e., that 6(IWj,f), the error using an appropriate ranges, the union of which is the entire image area. If a
metric, is small. transformation cannot be found to map the one domain onto

Thus, the encoding process can be summarized as fol- one of the ranges, the range is subdivided. Specifically, the
lows: For each range Ri, a transformation wi restricted to a range is subdivided into a few (e.g., two) sections, where the
domain D, is sought such that the error (measured by an 1. positions of the subdivisions are adaptive to the content of
appropriate metric) between the result of applying w, to the ihe image. Thus; the larger range is replaced with smaller
image, and-the part of the image over Ri, is minimized. This ranges. The set of possible domains is increased by the large
is called "covering* the range. The map W is specified by the (just subdivided) range. If a transformation is found that
transformations wi and their corresponding domains Di. The covers the range, the covered range is added to the set of
wi's must tile the image, and must be chosen such that some 2o domains. Thus, by defining the ranges and the domains by
iterate of W is contractive. the same partition, the information required to define the

Aform for the transformations wi, which is convenient for map that encodes the image is reduced.
encoding a gray scale image is, In the present invention, choosing the location of the

partitions is done such that both ranges and domains are[x• ,• i,. ol!i , (5)25 created in away that the domains are likely to cover the

• ranges efficiently (i.e., the domain set D contains fewer
" ,.. ,II o + • members and still results in good coverings). Furthermore,

0 0 j 0o because the ranges are efficiently covered by the domains,
w e ffewer ranges are required to fully cover the image. Thus.

where, for a piel in 30 even though such an adaptive partitioning method must store

ai, bi, ci and d, are positional scaling coefficients for more information per domain and range (i.e.. per
transforming the position of the pixel; transformation) than simpler quad-tree partitioning, the

s; is the intensity scaling coefficient for transforming the reduction in the number of transformations can reduce the
gray level of the pixel; total amount of information which must be stored.

es and f. are positional offset coefficients for the pixel; and 35 The partitioning of the image describes the geometry of

oj is an intensity offset coefficient for the pixel. the ranges and domains thereby partially defining the map

The only restriction on the transformations is that the map W W, and therefore must be stored as part of the encoded
(or some iterate of W) must be contractive. This could be image. Storing the partitioning information compactly is
assured under the metric of equation (1) by requiring that, simple and is well known in the art. It may be stored as a

for all wi, 40 sequence of inlormation denoting the orientation of the
partitions, and an offset value that determines the position of
the partitions at each step. As the rectangles get smaller,

s-,1 (o) fewer bits are required to store the offset so that the memory
cost decreases as more rectangles are added. Naturally, to

Hlere. contractivitv refers to contractivity in the z direction. 45 cletine the wi's, it is also necessary to store information
In the presenI invention, choosing a set D of all possible identifying the symmetry operation (i.e.. the positional

domains from which the Di's are chosen, and a set R of all coefficients) used in transforming the domains onto the
possible ranges from which the Ri's are chosen, is accom- ranges, the intensity scale coefficient and the intensity offset
plished by adaptive partitioning based on features of the coefficient. The above described encoding procedure may be
image to be encoded. Accordingly, "adaptive partitioning" in 50 carried out to achieve: 1) the best attainable fidelity (delined
the present invention is adaptive in a more general way than by the error metric) for a predetermined target compression.
methods such as the aforementioned quad-tree partitioning. 2) the best attainable compression for a predetermined target
A general description of the adaptive partitioning according fidelity, or 3) a balance between the two.
to the present invention will now be presented. As an example of a method of partitioning, the image can

The goal in choosing R and D is to have domains that 55 be subdivided so that edge-like features in the image,.
cover ranges well. Therefore, it would be advantageous to indicative of changes in intensity level, tend to run diago-
partition the image such that this goal is likely to be nally through (or along the edges of) ranges and domains. A
achieved. In the prior art quad-tree type partitioning,. select- specific example of this type of partitioning, called
ing one of the predefined subdivisions occurs when good I IV-partitioning, is described further hereinbelow.
coverings cannot be found, but the, positions of the subdi- 6o The HV-partitioning scheme derives its name from the
visions are not adaptive. A current range square is simply horizontal and vertical partitions that it makes. Unlike the
divided into four equally sized squares without considering quad-tree methods which divide a square in a lixed faishion.
the features of the image. In the adaptive partitioning IIV-partitioning provides for variable partitioning of rect-
process of the present invention, subdividing occurs when angles. Each partitioning step consists of partitioning a
good coverings cannot be found, but the subdivision posi- o5 rectangle either horizontally or vertically into two rct-
tions are chosen based on the features of the image. Divi- angles. When a rectangle that contains a horizontal or
sions are made so that the features of the newly created vertical edge is partitioned, the partition occurs along the
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strongest such edge. If a rectangle contains other edgcs. the 1) is D, and since it does not cover R. or R. well,
partition should occur in such a way that the edge intersects partitioning continues as shown in FIG. 3(c). Here R.
one of the generated rectangles at its corner, with the other (which contains no edge features at all) is subdivided in half
rectangle not containing this edge. This tends to result in resulting in two new ranges R, and R,. As before, the image
rectanales which either contain no edges, or rectangles that 5 area just subdivided (i.e., Rý) is added to the domain set D
have edges which run diagonally across the rectangle. as D.. Since R, cannot be covered by D, or D)., it is

As described above, according to the IIV-partitioning subdivided. In this case, the subdivision is adaptively posi-
scheme the set D is~dynamic and changes before each new tioned such that one of the rectangles resulting from the
range rectangle is processed. The change in the set D is that subdivision has no edge feature, and the other rectangle

the last rectangle processed is added to D. Since this tends to e-resulting from the partition has a diagonal edge-like feature.
to create domains with no edges or edges that run diagonally, This is illustrated in FIG. 3(d) where it is apparent that edge
it is likely that choosing domains in this fashion will result
in domains that cover the ranges well using the transforma- feature 14 runs diagonally through a rectangle. As before,
tion matrix given in equation (5). This is true for the the image area just subdivided (i.e.. R•) is added to the
Sfollowing reason. domain set D as D3. A domain and transformation are now

The transformation maps a rectangle (i.e., domain) with a sought to cover the uncovered ranges R4 , R,, Rc and R,.
given size.and aspect ratio onto a rectangle (i.e., range) of The ranges R, and R, can be covered by D.. Therefore,
different size and aspect ratio. An edge feature running R. and R. are: 1) marked as covered, 2) added to the domain
diagonally through a domain rectangle (or along the edge of set D as D4 and D., and 3) information defining the
the domain rectangle) will also run diagonally through the 20 transformations and corresponding domain are saved. A
transformed domain rectangle (or along the edge of the domain and transformation are now .ought that will cover

transformed domain rectangle). Since the partition is made the ranges R, and R7 . The range R 7 can also be covered with
so that the range rectangles also have the most prominent D:, so it is marked as covered and the appropriate informa-

edge features running diagonally (or along an edge), the tion is saved. The encoding procedure continues on in a
likelihood of the image features in the transformed domain 25 similar fashion to partition Rc, into R, and Ro, (FIG. 3(e)),
matching the image features in the range is improved. As a and R, into R10 and R11 (FIG. 3(j)).
result of the improved probability that a given domain will
cover a range well, the number of domains necessary to In FIG. 3(f) it is apparent that R , can be covered with D.,

achieve a good encoding using the HV-partitioning scheme and R, 1 can be covered with D,. Finally, the last necessary

is considerably less than the number of domains necessary Yo partition is shown in FIG. 3(g) where R, is partitioned into

for quad-tree partitioning. In addition, this also means that R,. and R1,. Here it is apparent that R,: can be covered by
larger ranges are more likely to be covered well, thus Dl,, and R,. can be covered by D.. The covered ranges R4,
reducing the number of transformations needed. The reduc- R;, R7 , RIO, R 11, R,. and R, 3 tile the image area. The
tion in the number of ranges and domains necessary to transformations and corresponding domains that cover these
encode the image compensates for the greater amount of ;5 ranges form a contractive map W that encodes the image.
memory (per transformation) required to store encoding It is clear that a description of the partitioning of the
information produced as a result of the HV-partitioning, image must be included in defining the map W. Accordingly,

Referring to FIGS. 3(a)-3(g), a description of the present stormn such an a
invention by means of a tutorial example will now follow. subdivision than simpler partitioning techniquesm m owever,
FIG. 3(a) is a simple image with only two levels of intensity 40 sdis simple r partitioning t u o

(i~e, backandwhie) hic is o b enode. Te .blak:~ this simple example illustrates how adaptive partitioning can(i.e., black and white) which is to be encoded. The "-black" rsl nasalnmm fsbiiin htdln ml

regions are represented in FIGS. 3a-3g by dotted areas. The result in a small number of subdivisions that leline a small
numbro a-saddmista cuaevecdthimage contains two edge features 12 and 14 as they will be ber of ranges and domains that accurately encode the

referred to hereinafter. Each -edge feature- is indicative of image. Therefore, encodings with good compression and
a change in image (i.e., pixel) intensity along some edge of 45 fidelity can be attained.

an image feature. The above simple example explains the operation of the
According to the present invention, the entire image area present invention.

is the lir'st range R in a set of ranges R. Proceeding Mapping domains onto ranges is slightly more complex
according to the: lV-partitioning scheme described above, using IIV-partitioning as compared with quad-tree partition-
the image is adaptively subdivided such that the most 5' ing. In the quad-treemschemes, domains arc typicallychosen
prominent edge feature 12 in the image runs along the edge to be thrgr by an integer multiple ,om that arveraginc trans-

of the subdivision. The resulting two image areas are new rmed domain pixels onto a range pixel is easy. In the

ranges R. and R, as shown in FIG. 3(b). Finding the position HV-partitioning scheme, proper averaging is computation-
where this edge is located is carried out using methods well ally

known in the art. For example, in this image, values of ; expensive. One alternative is to simply choose a rep-
adjacent pixels (not shown) in the image could be summed. . resentative domain pixel for each range pixel. Another

Pixel values would then be summed vertically. and horizon- alternative, leading to better results at the expense of com-

tally. Edge feature 12 would be detected by computing putation time, is to average only those domain pixels that

successive differences of the vertical sums. Note that if edge map wholly within a range pixel, and to ignore those that
feature 12 were a vertical feature, it would be detected by o contribute a fraction of their whole value.
computing successive differences of the horizontal sums. An important consideration which arises in the

The image area just subdivided, in this case the entire HV-partitioning scheme is contractivity in the xy plane.
image area or ranoe R, is added to the set of domains I). ('ontractivity in the xy plane means that for any two points
Since this is the first domain being added to the set D, it is in the xy plane, the distance between the p)oints measured in
designated as 1), as shown in FIG. 3(a). A domain and o45 an appropriate metric is larger before the transformation
transformation are now -ought Which cover the uncovered than after. Contractivity of the w's in the xy plane is not
ranges (i.e.. R, and R.). However, the only domain in the set required because
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o is compared with the error (68F:sr) for the best previously
(7 found domain and transformation for the current range. If

U- U R, the current domain and transformation result in a smaller
i = I error than the previous best domain and transtormation, then

In the HV-partitioning scheme, there are far fewer domains 5 •, J and wii are stored in a temporary memory 377 as the new
to choose from and the domains are rectangular, not square. best domain and transformation. This process is repeated
Therefore, requiring less xv contractivity (or relaxing the xy until j equals j,,,a, indicating that all the current domains

contractivity completely) can significantly increase the ave been processed.
domain pool for a given range, thereby increasing the After all cu'rent domains have been processed, the"_COVER" indicator is checked at a comparator 378. If thelikelihood of finding a good covering. However. note that if 0 "COVER indicator is "'FAISE", indicatino that no iccept-
the condition of equation (6) (i.e., contractivity in the z
direction) is not imposed, relaxing xy contractivity reduces able covering was found for the current set of domains, the

process returns to partitioner 363. The current range then isthe. likelihood that the encoding process will result in an partitioned into smaller ranges and the process repeats
eventually contractive map W as described in Applicants' beginning with the next range in the list of ranges. If the
previously referenced copending application. 5 "-,COVER" indicator is "-TRUE", indicating that an accept-

Referring to FIGS. 5 and 6, a schematic of an apparatus able covering was found from the current set of domains.
for carrv'.ing out the method of the present invention is information defining the current range and the best domain
shown. It is to be understood that these diagrams are and transformation are compactly stored in a memory 379.
provided to explain the basic aspects of the present Note that this step requires storing information that
invention, and therefore do not include details that have been No describes how the image was partitioned by partitioner 363.
described previously herein. In addition, the method of the Therefore, this step, along with the partitioning step per-
present invention is not restricted to a particular computer formed by partitioner 363, are particularly relevant to the
architecture as will be readily apparent to one skilled in the adaptive partitioning method.
art. A digital image 30 to be encoded is defined by an array If there are still ranges to be covered, comparator 380
of individual pixel elements 32. As mentioned abo),,e, each 25 directs the process to incrementer 365. which adds the just
pixel element is defined by (x,y.z) coordinates indicative of covered range to the domain list and repeats the process for
pixel position and intensity and is stored in a memory 34. An the next range in the list of ranges. If the last range required

encoder 36 generates the encoded image. to encode the image has been covered (i.e., i the

Referring to FIG. 6, encoder 36 will now be explained in encoding process ends. Returning to FIG. 5, the results of
"greater detail. An initializer 361 initializes the domain set D 30 partitioner and encoder 36 are stored in a memory 40.
to be empty (o), and the first range R, to be the entire image Although the invention has been described relative to a

area I. An initializer 362 initializes indices i, i and j,,,,,,, specific embodiment thereol there are numerous variations
The index i identifies the range currently being processed, and modifications that will be readily apparent to those
the index , marks the last range that has to be processed, skilled in the art in the light of the above teachings. It is

and the index j,,,_. is the current total number of domains. A 35 therefore to be understood that, within the scope of' the

partitioner 363 adaptively partitions the image into n (e.g., appended claims, the invention may be practiced other than
two) pieces. Partitioner 363 accomplishes this based on the as specifically described.
features of the image using a method such as the What is claimed as new and desired to be secured bv

HV-partitioning scheme. An incrementer 364 adds the new Ietters Patent of the United States is:
ranges created by partitioner 363 to the list of ranges, and 40 1. A method of data compression for compressed data

increments i,,,,_, by the selected number of pieces n. An storage or transmission over a data link of compressed data
incrementer 365 adds ranges that have been subsequently representing an image. said image being comprised of an
partitioned by partitioner 363 (and covered ranges) to the list array of pixels, each pixel having a position in said array.
of domains, and increments the total number of current comprising the steps of:
domains j,,,,.,.. An incrementer366 increments i to the current 45 acquiring a digital image that is a digital representation of
range. A controller sets a -COVER" indicator to -'FALSE" said image, said digital image being represented by an
indicating that an acceptable domain and transformation has array of pixel values defining an entire image area. eaich
not vet been found to cover the current range. For the current pixel value being defined by a three-dimensional vector
range, an acceptable covering is sought using each domain identifying the position of the pixel in the array and an
in the. domain list. Accordingly, the current domain index j 50 intensity level of the pixel,
is first set to I at an initializer 368. dlefining at least one partition in said digital representation

The process of finding an acceptable covering begins at of said image based upon the intensity levels of each of
optimizer and transformer 370. The optimizer and trans- said pixels in said image area so as to create a plurality
former 370 calculates the optimal transformation wi, and of ranges which are to be encoded, each range being a
transforms the image over 1). to map onto Ri. The error 6, 55 section of said entire image area, there being a union of
between the section of the image over Ri and the result of said ranges, wherein said union of said range.s ile said
applying w,. to the section of the image over D,, is calculated entire image area, thereby deriving a digital represen-
at a processor371.At a comparator372, the xy-contraciivitv tation of each said partition:
and error are compared with predefined criteria to determine using said digital representation of each said p:artition to
if I)/ and wi are acceptable. If D, and w~i are not acceptable, ,0 identify each partitioned image area as a meilber of a
the current domain index j is checked against the current set of domains;
total number of domainsj,,,,,.at a comparator373. A.ssuming generating for each range which is to be encoded a
thatJ does not equal j,,,,,., j is incremented at an incrementer transformation for each member of said set of domains.
374. The process then repeats with the next domain at said transformation comprising positional scaling coc'-
optimizer and transformer 370. o,5 ficicnts and an intensity scaling coefficient, and further

If D1 and wij are acceptable, the "'COVER" indicator is set comprising positional offset coellicients and intensity
to "'[RUE" at controller 375. At comparator 376, the error offset coefficients;
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using each said transformation to transform the corre- locating edge features in each associated range which is
sponcling member of said set of domains into a corre- still to be encoded following said step of' redefining
sponding transformed digital image scaled in size and wherein an edge feature is indicative of intensity
intensity to map onto each range which is to be change in each associated range which is still to be
encoded; 5 encoded following said step of redefining, wherein the

optimizing each said tranisformation in terms of the inten- greatest level of intensity change is indicative of a
sity scaling and offset coefficients, wherein an opti- prominent edge feature; and
mized transformation is indicative of a corresponding dividing each associated range which is still to be encoded
optimized transformed digital image for the associated following said step of redefining into two adjacent
range; t0 rectangles having a common lengthwise side. wherein

comparing each said optimized transformed digital image at least one of the rectangles does not contain the
with the associated range to provide error data as a prominent edge feature.
function of the difference therebetween; 3. A method according to claim 2 wherein the prominent

redefining each range which is to be encoded as an edge feature forms at least a portion of the common length-15 wise side of the rectangles.
encoded range when at least one of said error data for w
the range is within predefined limits and adding said 4. A method according to claim 2 wherein one of the
enc6ded range to said set of domains; rectangles contains the prominent edge feature.

defining for each range which is still to be encoded 5. A method according to claim 4 wherein the prominent

al edge feature intersects a corner of the one rectangle con-following .said step of redefining at least one additionalz taining the prominent edge feature.
partition in said digital representation of said range 6. tAigthe promine g ture.

whic isstil tobe ncoed asedupo thinenst 6. A method according to claim 1 wherein the transfor-which is still to be encoded based upon the intensity mainorad anDfomtestodmis1)sclint

level of each of said pixels in said image area encom- mation for a domain i from the set of domains 1) is defined

passed by said range which is still to be encoded so a as wX,y,z) and is of the form
to create a plurality of non-overlapping image areas 2 [
thereby deriving a digital representation of each said [.] o :
additional partition; , , i+

adding each range which is still to be encoded following [ iI 1101
said redefining step to said set of domains;

creating a new set of ranges which are to be encoded waZI where, for a pixel in Di,
comprising said plurality of non-overlapping image
areas; aj, bi, c; and di are positional scaling coefficients for

repeating said steps of generating using each said transforming the position of the pixel;
transformation, optimizing, comparing, redefining, si is the intensity scaling coefficient for transforming a

defining, adding and creating to select a set of encoded 3 O gray level of the pixel;
ranges. domains and corresponding optimized e; and fi are positional offset coefficients for the pixel; and
transformations, wherein said set of encoded ranges oi is an intensity offset coefficient for the pixel.
form a non-overlapping tiling of said entire image area 7. A method according to claim 6 wherein xv contractivitv
such that some iterate of the set of selected set of as determined by the positional scaling coefficients is not
transformations is contractive so as to create a digital restricted to be contractive.
representation of the entire partition comprising each 8. A method according to claim 7 wherein the intensity
said partition and each said additional partition; and scaling cocfficient is restricted to be less than one.

storing in an addressable memory information that rep- 9. T'he method of claim I wherein said transformation
resents said image by said digital representation of said 45 comprises a 3x3 matrix identifying said positional scaling
entire partition, said set of encoded ranges, domains and intensity scaling coefficients, and a 3xl vctor idcnti-
and corresponding optimized transformations. fying said positional offset and intensity offset coefficients.

2. A method according to claim 1 wherein said step of
dclining comprises the steps of: * * * *
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